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Abstract

Background: The accelerated use of large language models like ChatGPT has revolutionized
human emotional and cognitive involvement, yet its neuropsychological implications remain
poorly known. The present study proposes the concept of cognitive debt, the accumulated strain
on attention, memory, and metacognitive control triggered by sustained Al engagement. This study
investigated how distinctive patterns of ChatGPT involvement spanning usage frequency,
emotional and cognitive engagement, and ethical reflection predict cognitive dysfunction across
four user typologies: low-moderate, minimal/unhealthy, balanced—cognitive, and ethically
reflective users.

Method: This study employed a purposive sampling strategy within a web-based cross-sectional
design to recruit 300 emerging adults (aged 18-25 years) from universities in Rawalpindi and
Islamabad, Pakistan, between June 25 and July 12, 2025. Participants completed two standardized
psychological instruments examining ChatGPT usage and cognitive dysfunction via an online
survey administered on Google Forms. The survey link was disseminated through multiple digital
platforms, including WhatsApp, Facebook, and official university email network to ensure broad
accessibility and voluntary participation.

Results: The results revealed that higher ChatGPT usage, specifically emotionally driven
involvement, was associated with increased cognitive dysfunction, including impairments in
memory, attention, and executive control across all user profiles, proposing that emotionally
driven and impulsive interplay with generative Al diminishes executive control and heightens
cognitive load. In contrast, ethical reflection indicated a mild protective effect against cognitive
dysfunction. Moreover, females exhibited higher cognitive vulnerability than males, while males
reported greater ChatGPT engagement and susceptibility to its cognitive effects as compared to
females.

Conclusions: The results explain two diverse cognitive stress pathways: (1) emotional
compulsive engagement, described by affect-laden and impulsive Al use, and (2) reflective
cognitive overload, where ethical contemplation paradoxically develops metacognitive load.
These novel results improve the concept of cognitive debt, proposing that both over reflective and
overreliant Al interactions could impair cognitive efficacy. The research highlights the urgency of
establishing evidence-based digital ethical-use and literacy approaches to promote cognitively
sustainable Al usage.
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Background

The development of generative artificial
intelligence (Al) techniques, particularly ChatGPT is
transforming the nature of human involvement in cognitive
and emotional tasks across educational, commercial,
and emotional fields (Adeshola & Adepoju, 2024; Arman
& Lamiya, 2023; Phang et al., 2025), while raising concerns
about increased latent cognitive erosion (Jose et al., 2025)
and cognitive flexibility (Chauncey & McKenna, 2024;
Szymkiewicz et al.). Many previous studies indicated that
students regularly utilise ChatGPT for brainstorming that
progressively influences changes in executive and
emotional functioning (Rezai et al., 2024). Although
generative Al assists are claimed to improve cerebral
productivity (Masic, 2024; Yamamura & Hayashi, 2024),
there are still concerns about dependency (Zhang et al.,
2024)and superficial cognitive processing (Baltezarevi¢ &
Battista, 2025), as well as decreased cognitive effort (Felin
& Holweg, 2024; Shanmugasundaram & Tamilarasu, 2023;
Zhao et al., 2022).

A previous EEG study indicated that people who
used Al tools such as ChatGPT found lower brain activity
in brain regions involved with higher-order thought
processes (Pedro, 2023; Yi et al., 2023), demonstrating that
Al may reduce neural involvement during advanced
thinking activities (Michael Gerlich, 2025; Wei, 2024).
These problems resonate in the context of Pakistan, where
educational achievement is frequently focused on rote
memorisation (Grove, 2025) instead of fostering critical
thinking, highlighting potential risks of artificial
intelligence-driven cognitive offloading (Michael Gerlich,
2025; M Gerlich, 2025; Igbal et al., 2025). Additionally,
human-Al interaction, like ChatGPT use, could boost self-
expression (Chadha, 2024; Lee et al., 2023) and emotional
confidence (Chong et al., 2023; Li et al., 2025a) while
reducing interpersonal sensitivity (Li et al., 2023; Ojo &
Afolaranmi, 2024)and social engagement (Ahmed et al.,
2024; Flavian & Casal6, 2021).

According to Asian and African literature
guides, moderate usage of artificial intelligence promotes
reflective and critical thinking (Hao et al., 2024; Kunnath &
Botes, 2025; Zou et al., 2024), whereas overreliance may
adversely affect self-regulated learning and long-term
memory (Bauer et al., 2025; Li; Zhai et al., 2024). These
diverse findings highlight the importance of cultural
interpretations of Al's cognitive implications, especially in
Pakistan's majority-populated emerging adults (M. Y. Ali et
al., 2025; Z. Ali et al., 2025; Yasin & Safdar, 2025).

Several  previous  researches reveal  diverse
outcomes for Al's cognitive effect. For example, (Gonzalez
Tigrero, 2024) observed that teenagers utilising ChatGPT
for homework reported changes in academic performance
and executive functioning. Furthermore, (Baradari et al.,
2025) showed using brainwave recordings that Al-assisted
reasoning resultsin lesser brain activation, implying
decreased neural involvement. (Li et al., 2025b) also found
that users of Al experienced emotional and self-confidence
but a reduction in independent thinking (Farahmand &
Farahmand, 2025). In the examination-focused system of
Pakistan, these kinds of changes could either help
educational survival or impede cognitive liberty (Harry,
2023; Holmes & Tuomi, 2022; Selwyn, 2022).

Furthermore, studies in Turkey and Ghana found
that moderate Al use can improve reflection and critical
thinking (Dagdemir, 2024; Igen, 2022; Malcalm et al., 2024),
whereas other researchers warn about Al-induced skill
degradation and lower brain activities (Vela et al., 2022;
Yadav, 2025). In a collectivist society such as Pakistan and
India, where decision-making frequently involves
peer and family influence (Ahuja et al., 2021; Saeed &
Naqvi, 2022), the individual-level implications of Al on
cognitive capacity require further exploration (Del Giudice et
al., 2023; Peeters et al., 2021; Rainey, 2023).

The present research is grounded in both Extended
Mind Theory (Choi, 2021; Paul, 2021) and Cognitive Load
Theory (Evans et al., 2024; Sweller, 2023) that provide a
strong framework for comprehending how relying on
advanced Al  technologies  affects  cognitive  and
emotional performance (Gkintoni et al., 2025; Jacobs et al.,
2024). In line with Cognitive Load Theory, the limitations of
working memory hinder human cognitive architecture,
particularly during problem solving and learning (Nikolin et
al.,, 2021; Trapp et al, 2021). ChatGPT is used
for simplifying complex cognitive processes (e.g., concept
organisation, paraphrasing, and content generation)(Filippi,
2023; Hashemi & Kashefi, 2025) and can minimise
extraneous and internal cognitive load, releasing up cognitive
resources (Chauncey & McKenna, 2024; Masic, 2024;
Szymkiewicz et al.). Nonetheless, this simplifying may be at
the expense of relevant load that is required for critical
thinking and deep learning (Islam & Islam, 2023). Persistent
reliance on artificial intelligence that generates could trigger
cognitive offloading (Georgiou, 2025), minimising mental
effort (Ahn, 2025) and impeding the improvement of
metacognitive methods (Exintaris et al., 2023; lhsani &
Siswono, 2024; Teng, 2025).

In addition to cognitive load theory, expanded
theory of mind (Clark & Chalmers, 1998; Oliveira, 2025)
proposed that advanced technologies, such as
calculators, notebooks, and now Al, may evolve into
improvements of human cognition when utilised consistently
and frequently (Anna & Bruno, 2025; Tripathi). In the setting
of ChatGPT, emerging adults may integrate Al into their
daily thinking patterns, potentially improving their long-
term memory and reasoning capability (Michael Gerlich,
2025; Lawasi et al.,, 2024). Nevertheless, EMT raises
important concerns: does prolonged use improve cognitive
capacities, or does it externalise and perhaps replace internal
cognitive functions?(Hernandez-Orallo, 2025; Yildiz, 2025).
The issue is still open for further debate, especially pertinent
in countries such as Pakistan, where formal schooling may
not explicitly promote self-regulated learning as well
as crucial digital literacy (Iloméki et al., 2023; Majeed et al.,
2025; Peng & Yu, 2022).

The rapid usage of generative Al, like ChatGPT, has
influenced human and technology interaction (Magliocca et
al., 2025; Olugbade et al., 2023); however, its cognitive
repercussions are still unexplained in South Asian contexts,
especially in Pakistan (Rana & Khalid, 2025; Zhai et al.,
2024). Prior studiesreflect just Western concepts,
overlooking educational and cultural variation that could
shape cognitive affect (Bai et al., 2023). The present study
addresses this unique gap by investigating how ChatGPT use



influences memory, attention, metacognition, and executive
functioning across four user groups: functional-reactive,
passive-compulsive, cognitively engaged, and reflective-
ethical people in Pakistan (Arciniegas et al., 2021; Goyal,
2025; Riley et al., 2025).

This study portrays ChatGPT as a facilitator of
cognitive enhancement and a possible source of cognitive
overload that is grounded in cognitive load theory and the
extended mind theory. It explores how many different
dimensions of ChatGPT usage frequency and dependency,
emotional-behavioural impact, and cognitive influence, as
well as ethical reflection, relate to cognitive dysfunction's
aspects, such as false triggering, forgetfulness, and
distractibility. The study aims to advance understanding of
digital cognition by integrating these theoretical perspectives
within Pakistan's unique cultural and educational context. It
will also provide insights for developing culturally informed
educational strategies, mental health frameworks, and digital
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The conceptual framework illustrates the
hypothesized relationships among the key variables
investigated in the present study. It provides a structural
representation that guides the research process by clarifying
how the independent, mediating, and dependent variables are
conceptually and theoretically linked.

As shown in Figure 1, the framework is grounded in
theoretical assumptions and prior empirical evidence
explaining the causal pathways among the study variables.
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serves as the foundation for developing the study’s
hypotheses and analytical model.
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Method

Research Design

This study employed a web-based cross-sectional
research design to investigate the impact of ChatGPT usage
on cognitive dysfunction among emerging adults in Pakistan.

Objectives and Hypotheses

This study examines the relationship between
ChatGPT usage subscales (usage frequency & dependence,
cognitive effects, emotional/behavioural impact, and ethical
awareness or reflection) and cognitive dysfunction subscales
(forgetfulness, distractibility, and false triggering) across
emerging adults and four user groups: functional-reactive,
passive—compulsive, cognitively engaged, and reflective
ethical. This study further investigates the impact of
ChatGPT usage on cognitive dysfunction along their
subscales in emerging adults across four user groups.
Furthermore, it seeks to explore group and gender differences
in ChatGPT usage and cognitive dysfunction along their
subscales across these user groups. The study tests the
following hypotheses, H1: ChatGPT usage will be
statistically positively linked to cognitive dysfunction across
four user groups: passive compulsive, functional reactive,
cognitively engaged, and reflective ethical. Additionally, H2:
it explores group-wise differences in ChatGPT usage and
cognitive dysfunction across males and females. H3: The
emotional/behavioural impact of ChatGPT usage will
enhance cognitive dysfunction in emerging adults. H3:
higher ethical awareness will mitigate cognitive dysfunction.
H4: reflective—ethical users will show elevated ChatGPT
usage and cognitive dysfunction as compared to other user
groups. H5: Female emerging adults will show higher
cognitive dysfunction as compared to male emerging adults.

Sample

A purposive sampling technique was employed to
recruit approximately 300 participants, aged 18-25, who
were currently enrolled in undergraduate or postgraduate
academic programs. Data collection was conducted between
June 25 and July 12, 2025, using an online survey
administered through Google Forms and distributed through
different digital platforms such as WhatsApp, Facebook, and
official email. Inclusion criteria were set as participants of
18-25 years, males and females, from urban and rural
backgrounds, with at least proficiency in both English and
Urdu languages, and who voluntarily provided written
informed consent to participate prior to participating in this
survey. Exclusion criteria included participants with a history
of cognitive deficit and mental health disorders, those who
are unable to comprehend English and Urdu languages at an
intermediate level, and those who refuse to participate
voluntarily in the study.
Instruments

This study used two standardized psychological
instruments to examine ChatGPT usage and cognitive
dysfunction in emerging adults. ChatGPT usage
questionnaires were assessed across four subscales: cognitive
effects, ethical awareness/reflection, emotional/behavioural
consequences, usage frequency and dependence. Moreover,
cognitive dysfunction was measured across three subscales:
false triggering, forgetfulness, and distractibility.

ChatGPT Usage Questionnaire (C-UQ). It was
developed by Nemat-Allah et al. (2024) and designed to
measure user engagement across four dimensions: usage
frequency & dependence; cognitive effects;
emotional/behavioral impact; and ethical awareness &
reflection (Nemat-Allah et al., 2024). Participants were
categorized into four user groups showing the depth and
intensity of involvement based on total ChatGPT usage
scores: (1). Minimal/unhealthy usage group (score < 40):
Participants use ChatGPT infrequently or in a passive,
compulsive, or non-reflective manner. Their usage may lack
intentionality and meaningful cognitive, emotional, or ethical
engagement. (2). Low-moderate use with limited reflection
group (score 41-60): Participants use ChatGPT more
regularly but with limited critical thinking or reflection, with
less awareness of emotional or ethical implications. (3).
Moderate balanced use group (score 61-80): Participants
demonstrate a cognitively engaged pattern with purpose and
balance, reflecting moderate levels of frequency, cognitive
processing, and awareness. (4). High engagement with
ethical reflection group (score 81-100): Participants
extensively use ChatGPT, combining information-seeking
with deeper reflection. They demonstrate strong emotional
involvement and thoughtful consideration of the ethical use
of Al tools. The scale reflected good validity and internal
consistency in the present study (o = .85).

Cognitive Assessment Questionnaire (CAQ). It
was developed by Broadbent et al. (1982) and designed to
assess cognitive dysfunction across three subscales: (1),
Forgetfulness: reveals the tendency to forget known
information or planned or known actions. (2) Distractibility:
Captures susceptibility or absentmindedness to disturbance
in focused attention, mainly in social settings. (3), False
Triggering: Measures disturbed functioning of motor and
cognitive action sequences, demonstrating difficulties in task
and attention continuity. The CAQ provides a standardised
psychological assessment of cognitive performance for
emerging adults. The scale reflected good validity and
internal consistency in the present study (o = .92).

Procedure

This study was approved by the Ethical Review
Board of the Department of Psychology, National University
of Sciences & Technology (NUST), Islamabad, Pakistan,
and performed in accordance with guidelines of the
American  Psychological  Association (APA). 300
participants were recruited through online platform platforms
using Google Forms between June 25 and July 12,
2025. Written informed consent was obtained from
participants prior to completing the study. Two standardized
psychological instruments were administered to assess
participants’” ChatGPT usage experiences and their cognitive
dysfunction. Participants were assured of the confidentiality
of their personal information, which would be kept
confidential and used solely for research purposes. The
survey link was distributed via social media platforms such
as Facebook, WhatsApp and official email, ensuring
voluntary participation, informed consent, and the responses
to uphold ethical standards and confidentiality.



Data Analysis

Data were initially screened for missing values that
were handled by the imputation method. Further, Pearson
Correlation Analysis was performed to examine the
relationship between ChatGPT usage and cognitive
dysfunction along their subscales in emerging adults. One-
way ANOVA was employed to examine group differences in
ChatGPT usage and cognitive dysfunction across user groups
(functional reactive, passive compulsive, cognitively
engaged, and reflective-ethical). Multiple regression
analysis was conducted to predict cognitive dysfunction
(forgetfulness, distractibility and false triggering) based on
ChatGPT usage subscales (usage frequency & dependence,
cognitive effects, emotional/behavioural impact, and ethical
awareness & reflection). Additionally, an independent
sample t-test was employed to explore gender differences in
cognitive dysfunction and ChatGPT usage across emerging
female and male adults.

Results

Table 1 presents the Cronbach’s alpha reliability
(internal  consistency  coefficients), mean, standard
deviations, and Pearson correlation coefficients in ChatGPT
usage along their subscales, including usage frequency &
dependence, emotional/behavioral impact, cognitive effects,
or ethical awareness & reflection, as well as cognitive
functioning along their dimensions such as distractibility,
forgetfulness, and false triggering in emerging adults.

This present study reveals both ChatGPT usage and
cognitive functioning along their subscales show acceptable
to excellent Cronbach’s alpha reliability (internal
consistency), with Cronbach’s alpha reliability values
ranging between cognitive effects (o = .52) and cognitive
functioning (o = .92) for a sample of emerging adults.
Notably, the overall ChatGPT Usage scale displays high
Cronbach’s alpha reliability (a = .85), which validates the
internal coherence of the ChatGPT Usage construct.

This study’s Pearson correlation analysis shows that
the overall scores of the ChatGPT Usage scale were
statistically positively and significantly related to cognitive
dysfunction (r = .27, p < .01) and its subscales: distractibility
(r = .29, p < .01), false triggering (r = .21, p < .01), and
forgetfulness (r =.23, p <.01). These results recommend that
more usage of ChatGPT, specifically when considered by
dependence, frequency, and limited reflective commitment,
is correlated with higher cognitive problems in emerging
adults.Moreover, among the subscales, usage frequency &
dependence is strongly positively associated with
emotional/behavioral impact (r = .71, p < .01) and cognitive
effects (r = .65, p < .01), and demonstrates a statistically
moderate but significant association with false triggering (r =
A5, p < .01), distractibility (r = .20, p < .01), and
forgetfulness (r = .15, p < .01), as well as reflecting that
greater frequency and dependence on ChatGPT usage are
associated with memory processes and impaired attention in
emerging adults.

Emotional/behavioral impact and cognitive effects
dimensions are also positively significantly associated with
all cognitive functioning outcomes. For example,
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behavioral/emotional impact had the highest association with
distractibility (r = .31, p < .01), after that false triggering (r =
.27, p < .01) and forgetfulness (r = .23, p < .01) in emerging
adults. These findings recommend that impulsive
engagement & emotionally driven ChatGPT usage may
interrupt memory stability and attentional control.

In contrast, ethical reflection & awareness that
captures responsible and deliberate use of ChatGPT reveals
a negligible to weak association with cognitive dysfunction,
e.g., with forgetfulness (r = .13, p < .05; r = .08) but is non-
significant with distractibility (r = .04, p = ns) and false
triggering. This pattern suggests that, ethically, reflective
grounded commitment may alleviate the negative cognitive
outcomes linked to ChatGPT usage. Furthermore, strong
inter-correlations are noted in the cognitive functioning
subscales: distractibility, forgetfulness & false triggering are
all strongly interrelated, ranging between r = .71 to .81, p <
.001, that is demonstrating a coherent construct of cognitive
dysfunction in emerging adults.

In Table 2, the findings of a one-way ANOVA
exhibit statistically significant differences in cognitive
functioning and ChatGPT usage patterns across four user
profiles, including unhealthy/minimal use, moderate
balanced use, low—moderate use with limited reflection, and
high engagement with ethical reflection, which is categorized
by the overall ChatGPT usage scores. The results reveal that
participants exhibit significantly higher engagement with
overall ChatGPT usage and all its subscales: cognitive effects
(F = 139.05, p < .001, n?% = .58), usage frequency &
dependence (F = 130.55, p < .001, n?% = .57), ethical
awareness & reflection (F = 27.59, p <.001, n2, = .21), and
emotional/behavioral impact (F = 99.24, p <.001, n?, = .50),
with a greater effect for overall ChatGPT usage (F = 348.52,
p <.001, n% =.77).

Moreover, this study’s findings exhibit significant
group differences that are found in cognitive functioning,
with overall cognitive dysfunction growing gradually across
the usage groups (F = 4.56, p=.01, n%, = .04). Moreover, the
results exhibit that the strongest effect appeared for
distractibility (F = 7.55, p < .001, 02, = .07), after that
forgetfulness (F = 2.91, p = .04, 2, = .02), whereas false
triggering has non-significance effect (F = 2.38, p = .07).
Remarkably, ChatGPT users in the High Engagement group
exhibit the greater mean scores for cognitive dysfunction and
cognitive engagement, for example, distractibility (M =
19.38) and forgetfulness (M = 14.59). These results
recommend that while ethically and deeper reflective
ChatGPT use is linked to increased emotional and cognitive
involvement. Moreover, it may contribute to memory- and
attention-related problems, possibly because of enhanced
metacognitive sensitivity and cognitive load to mental gaps.

In Table 3, a multiple regression analyses is
conducted to investigate how various aspects of ChatGPT
usage including usage frequency & dependence (UFD),
cognitive awareness (CA), emotional/behavioral impact



(EBI), and ethical awareness & reflection (EAR) predict
cognitive functioning outcomes such as forgetfulness,
distractibility, and false triggering. The analysis is performed
both for the overall sample and across four usage profiles
including minimal/unhealthy use, low-moderate use with
limited reflection, moderate balanced use, and high
engagement with ethical reflection.
Model 1: Combined Emerging Adults Sample

In model 1, this study’s findings demonstrate
emotional/behavioral impact (EBI) emerged as a strong and
reliable predictor of cognitive dysfunction in the emerging
adult sample. The findings reveal that a higher level of EBI
significantly predicted cognitive functioning (f = .32, p <
.001), forgetfulness (B = .25, p <.01), distractibility (B = .31,
p < .001), and false triggering (B = .33, p < .001), which
demonstrates that behavioral reliance and emotional
involvement in ChatGPT usage are linked to greater memory
and attention-related deficiencies. Moreover, cognitive
awareness (CA) is fairly significantly predicted to
distractibility (B = .15, p < .05), which suggests greater
metacognitive involvement may enhance users’ awareness of
attentional lapses in emerging adults. On the contrary, ethical
awareness & reflection (EAR) and usage frequency &
dependence (UFD) are non-significant predictors of any
cognitive results, which shows their restricted explanatory
power in association with cognitive functioning in an
emerging adult sample.
Model 2: Minimal/Unhealthy Usage Group

In model 2, this study’s results reveal that both CA
and UFD exhibit a strong and reliable predictor for all
cognitive functioning along their subscales, while EBI has a
statistically negative predictor for cognitive dysfunction in
the minimal/unhealthy usage group. For instance, EBI is also
negatively  predicting distractibility (B = -1.69),
recommending that among low-frequency  users,
emotional/behavioral effects are negatively predicting
cognitive functioning.
Model 3: Low-Moderate Use with Limited Reflection

In model 3, this study reveals statistically non-
significant predictors, but all ChatGPT usage subscales
exhibit weak predictors to cognitive functioning in low—
moderate use with the limited reflection group. These
findings recommend that people who use ChatGPT at a
moderate level without ethical engagement or reflection may
not face strong cognitive outcomes, either positive or
negative.
Model 4: Moderate, Balanced Use

In model 4, this study's results reveal that EBI is
considered a stronger predictor for cognitive dysfunction in
the moderate, balanced use group. Moreover, EBI
significantly predicted the overall cognitive functioning
scores (fp=.35,p <.001) and forgetfulness (p =.32, p <.001)
in the moderate, balanced use group. These results also
support the idea that emotional and behavioral engagement,
as compared to frequency alone, plays a central role in
predicting cognitive functioning in this group. This study
also exhibits that UFD, CA, and EAR are non-significant
predictors of cognitive functioning in this group.
Model 5: High Engagement and Ethical Reflection

In model 5, this study's results exhibit that cognitive
awareness (CA) is statistically significantly predicting
distractibility (B = .50, p < .01) in individuals who are
involved in a group with strong ethical reflection. This
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recommends that those users who analytically reflect on their
use of ChatGPT could experience being more attuned to
variations in their attentional and memory processes.
Conversely, UFD, EBI, or EAR are non-significant
predictors of cognitive functioning and, along with their
subscales, probably demonstrate a more adaptive or regulated
form of ChatGPT involvement in this group.

Overall, the multiple regression results recommend
that emotional/behavioral impact is one of the most important
and strong predictors for cognitive dysfunction, specifically
in memory and attention, which is highlighted by
emotionally intensive ChatGPT involvement, as compared to
usage frequency, and it is also more strongly predictive of
cognitive functioning, particularly in both moderate and
highly reflective users.

In Table 4, the findings of independent samples t-
tests show that non-significant gender differences are found
in the overall score of ChatGPT usage along its subscales,
such as emotional/behavioral impact, cognitive effects, usage
frequency & dependence, and ethical awareness & reflection
in emerging adults. Moreover, both female and male
emerging adults displayed similar involvement levels with
ChatGPT usage and its subscales.

On the other hand, the findings of the present study
reveal that significant gender differences are found in
cognitive functioning along its sub dimensions. The results
reveal that female emerging adults exhibit significantly
greater levels of cognitive dysfunction in comparison to male
emerging adults across all subscales: false triggering (t =
3.63, p =.001, d = 0.56), distractibility (t = 3.92, p =.001, d
= 0.60), and forgetfulness (t = 3.85, p = .001, d = 0.58). The
overall cognitive dysfunction scores are further significantly
greater in female emerging adults (t = 4.19, p = .001, d =
0.63) as compared to males, reflecting a moderate to large
effect. Furthermore, these results recommend that ChatGPT
usage patterns are comparable across genders, while female
emerging adults may face higher cognitive deficiencies,
specifically in memory- and attention-related fields.

Discussion

The present study aimed to examine the relationship
between ChatGPT usage subscales (usage frequency &
dependence, cognitive effects, emotional/behavioural
impact, and ethical awareness or reflection) and cognitive
dysfunction subscales (forgetfulness, distractibility, and false
triggering) across emerging adults and four user groups:
functional reactive, passive compulsive, cognitively
engaged, and reflective ethical. This study was grounded in
cognitive load theory, theory of mind, and digital media use
frameworks. The results explain adaptive and maladaptive
cognitive effects of generative Al involvement across
different ChatGPT user profiles and genders. The findings
are interpreted in light of the study’s objectives and
hypotheses.

The first aim was to examine the relationship
between ChatGPT usage subscales (usage frequency &
dependence, cognitive effects, emotional/behavioural
impact, and ethical awareness or reflection) and cognitive
dysfunction subscales (forgetfulness, distractibility, and false
triggering) across emerging adults and four user groups.
Moreover, H1: ChatGPT usage will be statistically positively
linked to cognitive dysfunction across four user groups:
passive compulsive, functional reactive, cognitively
engaged, and reflective ethical. The results of this study



Table 1

Alpha Coefficients, mean, standard deviations, and correlation matrix among Cognitive Functioning (Forgetfulness, Distractibility
and False Triggering) and ChatGPT Usage (Usage Frequency & Dependence, Cognitive Effects, Emotional/Behavioral Impact, and

Ethical Awareness & Reflection) in emerging adults (N = 300)

Variables M SD a l 2 3 4 5 6 7 8 9

1. ChatGPT Usage (Total) 67.26 1043 .8 - .87 847 82" 507 277 237 29" 217
2. Usage Frequency & Dependence 16.67 3.84 .76 - 657 717 23" 18" 157 207 157
3. Cognitive Effects 17.21 317 52 - .60 33" 227 18" 267 AT”
4. Emotional/Behavioral Impact 15.14 359 .75 - .10 .30 23" 31 277
5. Ethical Awareness & Reflection 18.23 296 .59 - 09 13 .08 .04
6. Cognitive Functioning (Total) 38.96 1599 .92 - 927 917 92"
7. Forgetfulness 1284 548 .74 - 737 81”
8. Distractibility 14.81 6.44 81 - 717
9. False Triggering 11.31 5.60 .77 -

Note. "p < .01, *"p < .00, "p < .000.



Table 2

Mean wise differences among four different groups of ChatGPT Usage (Minimal /Unhealthy Usage, Moderate Use with Limited
Reflection, Moderate, Balanced Use, and Engagement and Ethical Reflection) among Cognitive Functioning (Forgetfulness,
Distractibility and False Triggering) and ChatGPT Usage (Usage Frequency & Dependence, Cognitive Effects, Emotional/Behavioral
Impact, and Ethical Awareness & Reflection) in emerging adults (N = 300)

Minimal / Low—_Mod_ergte Use Moderate, High Engagement and
Unhealthy with Limited . .
. Balanced Use Ethical Reflection
Usage Reflection (n = 150) (n = 29)
(n = 56) (n = 65) B -

Variable M SD M SD M SD M SD F p n%
ChatGPT Usage (Total) 31.00 1149 55.95 4.28 69.61 5.01 83.97 3.61 348.52 .001 .77
Usage Frequency & 6.33 1.63 12 85 2.55 17.47 2.61 21.90 2.01 130,55 57
Dependence .001
Cognitive Effects 7.50 2.66 14.11 2.29 17.94 1.99 21.21 1.80 139.05 001 .58
IIEnr]np(;t(I:(t)naI/BehaVIoral 533 0.82 1208 2.29 15.74 2.74 19.97 1.78 9924 001 50
Ethical _Awareness & 11.83 7.14 16.92 2.96 18.47 2.44 20.90 1.35 97 59 91
Reflection .001
?(?tz:;lve Functioning 2783 24.05 3523 14.97 3941 15.49 4659 17.00 456 01 04
Forgetfulness 8.17 6.85 12.11 5.04 12,97 5.43 14.59 6.02 291 04 .02
Distractibility 1167 08 1peg P 1484 ©%% 1933 04 755 op 07
False Triggering 8.00 7.64 10.14 5.31 11.60 5.49 12.62 6.25 2.38 07 -

Note. p < .01, p < .00, p < .000.



Table 3

A multiple regression analysis of ChatGPT Usage dimensions predicting Cognitive Functioning in emerging adults with varying usage
profile:  Minimal /Unhealthy Use, Moderate Use with Limited Reflection, Moderate Balanced Use, and Engagement and Ethical
Reflection (N = 300).

Variables Cognitive Functioning (Total) Forgetfulness Distractibility False Triggering
B SE s B SE s B SE s B SE B
Model 1. Combine Sample (N = 300)

(Constant) 11.80 6.54 - 4.04 2.29 - 3.47 2.62 4.29 2.33
UFD -.48 .35 -12 -12 13 -.09 -.20 14 -12 -.16 13 -11
CA 45 .39 .09 .09 14 .05 .30 .16 15* .06 14 .03
EBI 1.44 .36 .32%** .38 13 .25%* .55 15 3LFH* 51 13 .33FF*
EAR .30 31 .05 19 11 10 .06 13 .03 .05 A1 .03

Model 2. Minimal / Unhealthy Usage / Passive Compulsive User (N = 56)

(Constant) 134.286 .000 - 37.14 .000 59.64 .01 - 37.50 .01 -
UFD 20.071 .01 1.363 5.53 .02 1.31 7.28 .03 1.20 7.25 .04 1.54
CA 10.5 .01 1..62 10.71 .05 1.61 1.26 .01 1.03 2.22 .01 1.01
EBI -49.50 .03 -1.68 -13.75 .06 -1.63 -20.50 .05 -1.69 -15.25 .01 -1.62
EAR 2.57 .06 763 .78 01 81 1.28 .06 .92 .50 .05 46

Model 3. Low—Moderate Use with Limited Reflection / Functional Reactive User (N = 65)

(Constant) 12.46 25.90 - 3.75 8.81 - 471 9.72 - 3.99 9.23 -
UFD -51 .75 -.08 -.01 .25 -.01 -.35 .28 -.16 -14 .26 -.06
CA 12 .84 .01 .05 .28 .02 .09 31 .04 -.02 .30 -.01
EBI 1.28 .93 19 22 31 10 .65 .35 .26 40 .33 17
EAR 71 73 14 .29 24 17 21 .27 10 .20 .26 11

Model 4. Moderate, Balanced Use / Cognitively Engaged User (N = 150)

(Constant) -1.83 16.35 - -3.21 5.80 - 3.42 6.70 - -2.04 5.76 -
UFD -52 A7 -.08 -13 .16 -.06 -.19 19 -.08 -19 .16 -.09
CA .65 .53 .08 .18 19 .06 .28 .22 .09 19 19 .06
EBI 2.02 46 .35%** .64 .16 .32%** .63 19 27 .75 .16 .37
EAR .36 A7 .05 .27 16 12 -.01 19 -.01 .09 .16 .04

Model 5. High Engagement and Ethical Reflection / Reflective Ethical User (N = 29)

(Constant) 21.71 78.93 - 20.73 28.69 - -10.84 27.61 11.82 30.17
UFD -.38 1.67 -.04 -21 61 -.07 10 .58 .03 -.28 .64 -.09
CA 2.88 1.80 .30 .67 .65 .20 1.80 .63 50** 40 .69 11
EBI -1.98 1.80 -.20 -.68 .65 -.20 -54 .63 -14 -75 .69 -21
EAR 55 2.53 .04 -.09 .92 -.02 .02 .88 .01 .63 .96 13

Note. UFD=Usage Frequency & Dependence; CA = Cognitive Awareness; EBI=Emotional/Behavioral Impact; EAR=Ethical Awareness & Reflection, "p < .01,
**n < .00, ™"p < .000.



Table 4
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Gender wise differences among Cognitive Functioning (Forgetfulness, Distractibility and False Triggering) and ChatGPT Usage (Usage
Frequency & Dependence, Cognitive Effects, Emotional/Behavioral Impact, and Ethical Awareness & Reflection) across emerging

female and male adults (N = 300)

: Female Male
Variable (n = 246) (n = 54)
M SD M SD t(df) p 95% CI (LL,UL) Cohen’sd
ChatGPT Usage (Total) 67.26 9.82 67.28 13.00 -0.01(298) .993 -3.11,3.08 -
Usage Frequency & Dependence 1656 3.78 17.20 4.08 -1.12(298) .263 -1.78,0.49 -
Cognitive Awareness 1718 3.08 1735 3.60 -0.35(298) .724 -1.11,0.77 -
Emotional/Behavioral Impact 15.15 350 1509 4.02 0.11(298) .909 -1.00,1.13 -
Ethical Awareness & Reflection 18.37 269 1763 394 1.67(298) .097 -0.13,1.61 -
Cognitive Functioning (Total) 40.73 1557 3093 1556 4.19(298) .001 5.20,14.41 0.63
Forgetfulness 1340 536 1030 5.37 3.85(298) 001 1.52,4.69 0.58
Distractibility 1548 6.37 1178 594 3.92(298) .001 1.84,5.56 0.60
False Triggering 1185 557 885 513 3.63(298) .001 1.37,4.62 0.56

Note. p < .01, p < .00, p < .000.



found that there were significant positive correlations
between ChatGPT wusage subscales and cognitive
dysfunction  dimensions across emerging  adults.
Particularly, emotional/behavioural effect and ChatGPT
usage frequency displayed the strongest link with false
triggering, forgetfulness, and distractibility. These results
are consistent with previous cognitive load theory
(Georgiou, 2025; Gkintoni et al., 2025; Schulz et al., 2024),
which postulates that cognitively demanding stimuli and
excessive task-switching are like Al-mediated interplay
among working memory limits, memory consolidation, and
impaired attentional control (Obaid et al., 2024; Sikarwar &
Zhang, 2023; Yang et al, 2025). Additionally, the
association between memory dysfunction and usage
dependence supports the idea of digital cognitive offloading
(Gilbert, 2024), in which dependence on external Al systems
weakens self-monitoring and active memory encoding (Bai
etal., 2023; Cheng et al., 2022; Hoskins, 2024).

The second aim focused on evaluating the impact
of ChatGPT usage on cognitive dysfunction along their
subscales in emerging adults across four user groups.
Supporting H2, the emotional/behavioral effect emerged as
the most consistent and significant predictor among the
cognitive dysfunction subscales. These findings are
consistent and support self-regulation theory (Inzlicht et al.,
2021; Mithaug, 1993), recommending that emotionally or
impulsively reactive usage undermines cognitive control and
results in enhanced memory failures and attentional lapses.
On the other hand, H3 was just partially supported and
aligned with previous studies' results. Although ethical
awareness and reflection revealed weak negative
associations with cognitive and emotional dysfunction, its
effect was non-significantly observed. This result challenges
the hypothesis that reflective involvement is cognitively
protective(Lewis & Sarkadi, 2024). Moreover, it is possible
that heightened ethical contemplation and self-awareness
experience a metacognitive processing cost (Jaakkola et al.,
2022; Purwaningsih, 2024), theoretically enhancing
subjective cognitive load in sustained Al use (Felin &
Holweg, 2024), specifically when escorted by emotional
involvement (Bagozzi et al., 2022; Phang et al., 2025; Zou
etal., 2025).

The third aim examined usage and cognitive
difference across four diverse ChatGPT user groups, and
Hypothesis 5 was partially supported. The results exhibited
that participants who were categorised as having high
engagement with ethical reflection scored maximum among
usage subscales and, surprisingly, revealed higher cognitive
dysfunction, specifically distractibility. These contradictory
findings recommend that reflective engagement, whereas
apparently adaptive, can contribute to cognitive debt and
attentional saturation because of constant metacognitive
effort as well as informational overload. These findings
support and align with emerging conceptualizations in
attentional saturation theory and highlight that even
deliberate, value-aligned Al usage cannot be cognitively
benign (Chen et al., 2024; Zhao et al., 2024). Moreover,
these results support and align a dual-pathway model of
cognitive and emotional deficiency in Al usage (Gu et al.,
2024; Ortega-Ochoa et al., 2024). The first pathway,
emotional-compulsive  involvement, includes high
behavioural and emotional engagement integrated with
frequent use, leading to disturbed memory and attention by

11
emotionally and  impulsively  driven interaction.
Additionally, the second, reflective-cognitive involvement,
defined through high ethical awareness or deep reflection,
can unexpectedly lead to attentional fragmentation and
metacognitive overload when usage is sustained. This
approach challenges basic notions of unhealthy versus
healthy Al use by presenting that both overly and
unregulated reflective involvement can create diverse
cognitive burdens (Beese et al., 2023; Dalalah & Dalalah,
2023).

The fourth aim explored gender-based differences
in cognitive dysfunction and ChatGPT usage along their
subscales in emerging adults. Supporting H4, female
emerging adults exhibited more cognitive dysfunction and
ChatGPT usage along their subscales as compared to male
emerging adults. These results support and align with the
gendered cognitive vulnerability model, which recommends
that female emerging adults are more vulnerable to
emotional reactivity and attentional dysregulation in
cognitive stress (Baltezarevi¢ & Battista, 2025). It is likely
that females' higher affective involvement with advanced Al
tools strengthens subjective fatigue and cognitive load (Ahn
et al., 2022; Joseph et al., 2024).

Limitations and Future Directions

The present study has many limitations. The cross-
sectional or correlational design prevents causal inferences.
Moreover, self-report instruments could be subject to biases
like social desirability. The homogeneity of the sample
(emerging adults from a specific area) limits
generalizability. Furthermore, the small reliability of the
cognitive effects factors may have affected its predictive and
concurrent validity. The study further did not account for the
context and content of ChatGPT interplays that could affect
cognitive outcomes.

Future studies should adopt experimental or
qualitative research designs to develop causal inferences and
include standardized behavioral and physiological measures
(e.g., memory tasks, EEG, MRI, and fMRI) for
improving validity. Expanding the population to incorporate
diverse clinical populations, age groups, and cross-cultural
samples would enhance generalizability. Psychometric
enhancement of the cognitive effects dimensions is required,
and investigating the specific context and content of
ChatGPT usage can offer deeper understandings into its
effect on cognitive load. Recognizing protective factors like
emotional  regulation and digital literacy may
guide prevention and interventions to decrease cognitive
strain.

Novel Contributions

This research makes many innovative contributions
across methodological, theoretical, and practical fields.
Theoretically, it presents a dual-pathway approach of
cognitive deficiency in Al practice, differentiating between
reflective-cognitive overload and emotional-compulsive
involvement, and problematizes the simplistic classification
of Al use as either normal or unhealthy, highlighting that
both over-reflective engagement and impulsiveness can
result in cognitive dysfunction. Further, it extends the
application of self-regulation theory, cognitive load theory,
and the metacognitive cost hypothesis to human-Al
connections. Practically, this research identifies exact
ChatGPT practice patterns, including high emotional impact



and frequent use, as important risk issues for cognitive
dysfunctions such as distractibility, forgetfulness, and false
triggering, offering valuable vision for mental health
professionals, including educators, clinical psychologists,
and digital health experts, to develop prevention and
interventions promoting balanced Al involvement.
Moreover, it highlights the key of emotional awareness and
digital self-regulation in improving cognitive stress.
Methodologically, this study designs and validates a
multidisciplinary ChatGPT usage tool, categorizes users into
four groups, and uses innovative statistical analyses to
recognize usage-related cognitive and emotional risks in
emerging adults, providing a nuanced approach to
understanding the cognitive effect of Al usage.
Conclusion

This study determines that ChatGPT usage
substantially affects cognitive processing, specifically in
association to distractibility, forgetfulness, and false
triggering across emerging adults. This study found two
distinct pathways to cognitive stress: (1) emotional-
compulsive engagement, described by impulsive and
frequent use that disrupts attention and memory, and (2)
reflective-cognitive engagement, where sensitive ethical
awareness could trigger metacognitive load, resulting in
attentional exhaustion. These results challenge the binary
organization of Al practice as either unhealthy or healthy,
emphasizing that both overly reflective and compulsive
engagement can impair cognitive and emotional
performance by different mechanisms.
Emotional/behavioral influence emerged as the important
factor of cognitive dysfunction, whereas ethical reflection
offered limited protective impacts. Moreover, gender

Received: August 11, 2025 Accepted: 10 November, 2025:
Published online: November 10, 2025

12
differences found in cognitive results, despite comparable
usage patterns, recommend underlying emotional regulatory
and neurocognitive mechanisms. This study provides a
nuanced approach for understanding the cognitive outcomes
of Al usage and highlights the requirement for future study
employing neurocognitive and experimental methodologies
to improve frameworks of safe and cognitively sustainable
Al involvement in an increasingly digital environment.
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